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Abstract

Circuit simulation tools (e.g., SPICE) have become invaluable in the devel-
opment and design of electronic circuits. Similarly, device-scale simulation
tools (e.g., DaVinci) are commonly used in the design of individual semi-
conductor components. Some problems, such as single-event upset (SEU),
require the fidelity of a mesh-based device simulator but are only meaning-
ful when dynamically coupled with an external circuit. For such problems a
mixed-level simulator is desirable, but the two types of simulation generally
have different (sometimes conflicting) numerical requirements. To address
these considerations, we have investigated variations of the two-level New-
ton algorithm, which preserves tight coupling between the circuit and the PDE
device, while optimizing the numerics for both.
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Computational Algorithms for Device-Circuit Coupling

1 Introduction
This report contains results of an investigation into mixed-level electrical simulation
algorithms. The focus has been on coupling techniques for electrical simulations of
different fidelity: circuit simulation [2, 12] and device simulation [3]. Analog circuit
simulation has been used extensively in the electronic design community and is
based upon describing an electrical circuit as a system of network-coupled differ-
ential algebraic equations (DAE’s). Device simulation is a higher fidelity simulation,
which describes a single semiconductor device with a set of coupled partial differ-
ential equations (PDE’s), discretized on a spatial mesh. These different types of
simulation generally present different solver (time integration, nonlinear and linear)
requirements, so coupling them together is potentially problematic. The two-level
Newton algorithm address these issues by isolating the circuit and PDE device
phases of the calculation. Variations of this method have been the focus of this
work.

1.1 State of the Field

Coupling algorithms between PDE device simulation and analog circuit simulation
have been studied over the past 20 years [10, 20, 24, 17, 30]. Most of these studies
employed a full-Newton approach, which is still the most commonly applied method
for commercial simulators.

In the early 1990’s, a new approach to mixed-level simulation was published by Ma-
yaram [15, 16]. Mayaram proposed the two-level Newton algorithm, and success-
fully applied it to mixed-level simulation. Later, Rotella [25] also used the two-level
approach, building on the work of Mayaram. Unlike earlier work, which was applied
to just DC operating point (steady state) and transient calculations, both Mayaram
and Rotella also applied their approach to small-signal AC analysis. Both Mayaram
and Rotella reported that the two-level Newton algorithm was much more robust
than the full-Newton for mixed-level simulation, although it tended to be slower.

1.2 Accomplishments

This project has required substantial code development, which has progressed in
three stages: (1) the initial development of Xyce, a massively parallel circuit simu-
lator, which also served as the code framework for this work, (2) the development
of PDE devices within the Xyce framework, and (3), the development of various
nonlinear coupling algorithms within the framework.
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As noted, the simulator framework used in this work has been the Xyce Paral-
lel Electronic Simulator whose development began in 1999. Xyce is an object-
oriented, massively parallel simulator written in C++, and was designed to be
closely compatible with Spice3f5 [23], a circuit simulator which is the defacto in-
dustry standard. In developing Xyce, great advantage was taken of the various
solver and partitioning algorithm libraries developed at Sandia National Laborato-
ries. As such, the code incorporates the Trilinos [5], NOX, Zoltan and Chaco [11]
libraries. In developing this coupled capability, it was necessary for Xyce to achieve
some level of maturity prior to attempting PDE device simulation, so the early part
of the project mostly focused on core Xyce development.

By the latter half of this project, Xyce was robust enough to accommodate PDE
based device models. Under the “core” development mentioned above, the de-
vice package of Xyce was designed with a highly object-oriented structure, and
within that structure every device (analog circuit device as well as PDE device) sits
behind the same base class interface. This design allowed the code to interface
with the PDE-based devices just as it would with other device-model types (e.g.,
analog, behavioral, etc.). In the project, two PDE devices were developed - a one-
dimensional device and a two-dimensional device. Both devices are based on a
drift-diffusion model [14, 28, 32], in which Poisson’s equation, as well as electron
and hole continuity equations are solved at every point on a spatial mesh. Both de-
vices relied on the Scharfetter-Gummel discretization [27], and as such were able
to utilize many of the same base class flux evaluation functions.

For the final stage of this project, a number of different nonlinear solver coupling al-
gorithms were built into the code. These include the full-Newton, two-level-Newton,
modified two-level-Newton, and two-level-Newton with continuation. As with the
device pacakge, the Xyce nonlinear solver package was designed with an object-
oriented structure, and each of these two-level solver options sits behind the same
base-class interface. As a result, the choice of nonlinear solver is invoked is mostly
opaque to the rest of the code. Based on our studies to date, the two-level-Newton
with continuation is the most robust general approach of the four.

2 Problem Definition

This section defines the general circuit problem, as well as the general device
problem, in terms of the set of equations to be solved. First is a brief description
of the circuit problem, then a detailed description of the device problem. Finally
coupling equations for mixed-level simulation are presented.

10
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2.1 Circuit Simulation
Methods of analog circuit simulation (e.g., SPICE [22]) are well described by Vlach
and Singal [29], among others [6, 8, 31]. The circuit to be simulated is represented
as a system of coupled DAE’s, which are obtained from Kirchhoff’s current and
voltage laws (KCL and KVL, respectively). In general, there are several mathemat-
ical formulations that may be used but in practice, nearly all circuit simulators use
the “modified KCL” formulation [26]. This is the formulation used by Xyce, and has
been described in detail in the Xyce math document [13].

2.2 Device Simulation
Methods of device simulation are described by many references including Kramer [14]
and Selberherr [28]. As with circuit simulation, there are several different ap-
proaches that may be used. However, the most common one, and the one that
is used for this work, is the drift-diffusion (DD) formulation. This formulation con-
sists of three coupled PDE’s: a single Poisson equation for electrostatic potential
and two continuity equations; one each for electrons and holes.

Poisson equation

The electrostatic potential φ satisfies Poisson’s equation:

−∇ · (ε∇φ(x)) = ρ(x) (1)

where ρ is the charge density and ε is the permittivity of the material. For semicon-
ductor devices, the charge density is determined by the local carrier densities and
the local doping,

ρ(x) = q(p(x)− n(x) + C(x)) (2)

Here p(x) is the spatially-dependent concentration of holes, n(x) the concentration
of electrons, and q the magnitude of the charge on an electron. C(x) is the total
doping concentration, which can also be represented as C(x) = N+

D (x) − N−A (x),
where N+

D the concentration of positively ionized donors, N−A the concentration of
negatively ionized acceptors.

Species continuity equations

The continuity equations relate the convective derivative of the species concentra-
tions to the creation and destruction of particles (“recombination/generation”).
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∂n(x)

∂t
+∇ · Γn = −R(x) (3)

∂p(x)

∂t
+∇ · Γp = −R(x) (4)

Here n is the electron concentration and p is the hole concentration. R is the
recombination rate for both species. Γn and Γp are particle fluxes for electrons and
holes, respectively. The sign of R is chosen because R is usually expressed as
a recombination rate, and is positive if particles are annihilating. The right hand
sides are equal since creation and destruction of carriers occurs in pairs.

One way in which the drift-diffusion model differs from other common formulations
is the manner in which the quantities Γn and Γp are determined. The expressions
used are:

Γn = n(x)µnE(x) +Dn∇n(x) (5)
Γp = p(x)µpE(x) +Dp∇p(x) (6)

Here µn, µp are mobilities for electrons and holes, and Dn, Dp are diffusion con-
stants. E(x) is the electric field, which is given by the gradient of the potential, or
−∂φ/∂x.

Discretization

For this work, a box integration scheme has been used to discretize the PDE’s. A
complete description of this approach is given in several places, such as Kramer [14].
A brief description is given here. The main advantage of using box integration is
that it allows one to use an unstructured mesh to discretize the domain. An ex-
ample of such a mesh for a MOSFET device is shown in Figure 1. The mesh in
the figure was generated using the SGFramework [14] mesh generator. It is gen-
erally desirable to increase mesh refinement in regions where the solution is likely
to show greater variation in space. For most semiconductor devices, this will be in
regions where the doping profile abruptly changes.

Each of the three differential equations contains a divergence operator as its main
differential operator. The general form that is followed by all three equations is:

∇ · Γ = S (7)

where Γ is the flux (which may be electric field or charged particle flux) and S is a
source term.

12
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Figure 1. MOSFET Mesh.

The box integration method approximates an equation of the form of 7 by con-
structing an abstract volume, or box around each node on a mesh. An example
is shown in Figure 2, in which the box around node 1 is represented by the area
in gray. Each mesh node (such as node 1 in the figure) is connected by edges
to a discrete number of neighbors (nodes 2-7 in the figure). The box is the area
contained by the perpendicular bisectors of the connecting edges. Equation 7 is
integrated over the box, giving:∫ ∫

A

(∇ · Γ)da =

∫ ∫
A

Sda (8)

Green’s theorem can then be applied to the left side of this expression, converting
the area integral into a line integral:∮

∂A

(Γ · n)dl =

∫ ∫
A

Sda (9)

The discrete form, based on the box around node 1 is:
7∑
i=2

ΓiL1i = S1A1 (10)

where L1i is length of the perpendicular bisector between node 1 and node i and
A1 is the area of the integration box around node 1. Equation 10 is the general

13
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algebraic form that is used to discretize Poisson’s equation and the two continuity
equations. In the case of Poisson’s equation, Γi becomes the electric field per-
pendicular to face i, and S1 becomes the charge density term. For the continuity
equations Γi is the flux of electrons or holes, and S1 is a generation-recombination
term.

Figure 2. Box Integration.

Stability

The solution of the set of semiconductor transport equations is notoriously difficult.
This difficulty comes mainly from the fact that the nature of electron and hole trans-
port varies widely over the domain. That is, far from junctions, charged species
transport is almost completely diffusional, while in the near case it becomes highly
convective. As a result, a numerical scheme which is optimal in the junction will of-
ten be inappropriate elsewhere and vice-versa. Traditional discretization schemes
generally result in spurious oscillations near the depletion region, if they converge
at all.

The most popular technique for avoiding oscillations is one originally proposed
by Scharfetter and Gummel [27], referred to in this document as the SG method.
The SG method can be viewed as a dynamic up-winding scheme. In the limit
of zero electric field (purely diffusional transport) it reduces to a standard central
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difference, while in the limit of infinite electric field (purely convective transport) it
reduces to a difference which is strictly upwind.

The derivation of SG is based on the one dimensional case and is given in detail
by both Selberherr [28] and Kramer [14]. It starts with a simplified drift-diffusion
equation for charged species flux:

Γn = µn

(
n(x)E(x) +

d

dx
n(x)

)
(11)

The simplification used is that the mobility µn, and the diffusion constantDn, are the
same quantity. This is valid as long as the Einstein relation is valid and the variables
are scaled correctly. Applying this equation between two mesh nodes results in
expressions for Γn and n(x) at the midpoint between the two nodes. To obtain
the midpoint values, the values of φ(x) and n(x) must be known at both mesh
nodes, and equation 11 is solved using an integration factor. After a performing
the algebra (see [14] and [28] for details), the following expressions are obtained
for the midpoint electron flux:

aux1(x) =
x

sinh(x)
(12)

aux2(x) =
1

1 + exp(x)
(13)

n|mdpt = niaux2
(
φi − φj

2Ut

)
+ njaux2

(
φj − φi

2Ut

)
(14)

dn

dx
|mdpt = aux1

(
φi − φj

2Ut

)
nj − ni
hi,j

(15)

Γn|mdpt = µn|mdpt

(
n|mdpt

φi − φj
hi,j

dn

dx
|mdpt

)
(16)

An analogous set of flux expressions can be obtained for holes as well. These
expressions are very convenient for the box integration method, as they provide
both electron and hole fluxes at the midpoints between mesh nodes, exactly as
required by the scheme.

Unfortunately the SG method has some drawbacks. Like many stabilization schemes,
it introduces artificial diffusion into the problem, and for problems of more than one
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dimension crosswind diffusion can be an issue. However, it is used by most of the
popular commercial device simulators and for historical reasons is somewhat of an
industry standard. As such, the SG method was used for stabilization in this work.

Initial Condition

Equilibrium Approximation

Even when the SG method is employed, PDE semiconductor simulations will often
fail to converge if not given a good initial guess. A simple initial guess, based on the
equilibrium electron and hole concentrations can be calculated using information
about the doping profile.

if C(x) >= 0 n(x) =
1

2

(√
C(x)2 + 4Ni2 + |C(x)|

)
(17)

if C(x) < 0 n(x) =
2Ni2(√

C(x)2 + 4Ni2 + |C(x)|
) (18)

(19)

if C(x) <= 0 p(x) =
1

2

(√
C(x)2 + 4Ni2 + |C(x)|

)
(20)

if C(x) > 0 p(x) =
2Ni2(√

C(x)2 + 4Ni2 + |C(x)|
) (21)

(22)

where C(x) is the spatially dependent doping concentration, and Ni is the intrin-
sic carrier concentration. Once the electron and hole concentrations have been
calculated, the equilibrium potential can be approximated by:

φ(x) = V t ln (ND/p(x)) (23)

V t is the thermal voltage, or kbT/q. ND in this case is a scalar quantity, representing
the maximum donor concentration across the spatial domain.

Nonlinear Poisson

For harder problems, a better initial guess than can be obtained from the above
expressions is often necessary. Semiconductor PDE problems tend to be more

16



Device Simulation Computational Algorithms for Device-Circuit Coupling

difficult to solve for high doping levels and also for complex geometries. One can
approximate the solution to the drift diffusion semiconductor problem by solving a
nonlinear Poisson equation, given by:

−∇ · (ε∇φ(x)) = q
(
NAe

((φmin−φ(x))/V t) −NDe
((φ(x)−φmax)/V t) + C(x)

)
(24)

This equation is the same as equation 1, except that now the electron and hole
densities are functions of the electrostatic potential, so the equation is nonlinear.
The variables NA and ND are the maximum acceptor and donor concentrations. In
equilibrium, they will approximate the maximum hole and electron concentrations.
This equation can easily be solved on the same mesh as the full drift-diffusion
formulation using a damped Newton method. Upon solution, the electron and hole
densities are obtained by simply evaluating the density terms in equation 24:

p(x) = NAe
((φmin−φ(x))/V t) (25)

n(x) = NDe
((φ(x)−φmax)/V t) (26)

For the case of no voltage being applied across the device, solving the nonlinear
Poisson gives a result that is very close to the drift-diffusion result, but is much
easier to obtain. While equation 24 is nonlinear, it tends to be very well behaved
from a nonlinear solver point of view. Most of the difference between the nonlinear
Poisson solution and the DD solution for the unbiased case comes from the fact
that equation 24 does not account for generation-recombination effects.

In running the simulation, the result of the initial condition calculation is applied
before performing the initial steady-state calculation (often referred to as the DC
operating point calculation). After the main calculation is underway (transient, DC
sweep, etc.), the results of the nonlinear Poisson solution are no longer a valid
initial guess, because equation 24 assumes equilibrium conditions.

Boundary Conditions

Boundary conditions at the electrodes for all three variables are Dirichlet, while
boundary conditions everywhere else are Neumann. At non-electrode boundaries,
no current should escape, so the Neumann condition is for zero flux. In the box
integration scheme, this boundary condition is automatically imposed by default.
The values imposed on electron and hole densities at the electrode boundaries
are determined from the doping levels at those boundaries. In this work, we have
applied the following expressions:

17
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nbc =
1

2

(√
C2
bc + 4Ni2 + Cbc

)
(27)

pbc =
1

2

(√
C2
bc + 4Ni2 − Cbc

)
(28)

where nbc is the imposed value of electron density at a boundary, while pbc is the
imposed value for hole density. Also, Cbc is the doping level at the boundary. These
expressions were taken from Selberherr [28], and enforce both thermal equilibrium
and a vanishing space charge at ohmic contacts.

The boundary conditions on the electrostatic potential are external inputs to the
problem, which may come from the user or from an external circuit simulator. Their
application, however, is not as straightforward as may first appear. Semiconductor
devices will establish their own internal potential variation due to charge separation
caused by the doping. This can be observed by considering equation 23. Doping
levels will usually be different at each electrode boundary, so equation 23 will eval-
uate to a different value for each one.

Therefore, when an external potential is applied to a PDE device electrode, the
boundary condition applied at that electrode has to include an offset due to the built
in potential. This offset is determined by evaluating equation 23 at each boundary.
The potential boundary condition which is applied is then:

φbc = φckt + φoffset (29)

It should be noted that for some PDE devices, the doping will not be constant along
an electrode boundary. For such cases, the imposed boundary conditions on all
three variables need to vary accordingly along the electrode.

2.3 Coupling Equations
A mixed level problem will include the full set of circuit equations as well as the
full set of device equations. In addition, such a simulation will also require extra
equations associated with the coupling to complete the system. In order to couple
a PDE level device simulation to a circuit simulation, it is necessary for the PDE
device simulator to fulfill the role of a SPICE-style analog device. While the Xyce
device-package interface makes this relatively easy from a programming stand-
point, in practice, the PDE-device must provide currents and conductances as a
function of voltage.

The interface between a PDE device simulation and a circuit simulation occurs
at the device electrodes, each of which are physically connected to a node of
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Figure 3. Circuit and PDE device mesh connected to-
gether.

the circuit. A typical connection between a circuit node and a device electrode is
illustrated in Figure 3. The current flowing between the device and the circuit must
satisfy the following equation:

N∑
i=1

Ai · (Jni + Jpi ) = ic (30)

N is the number of mesh nodes along the electrode, Ai is the surface area as-
sociated with mesh node i. Jni and Jpi are the electron and hole current densities,
respectively. The term on the right hand side of equation 30, ic, is the circuit current
which flows into circuit node 1.

Potentially, a large number of nodes on the PDE mesh lie on an electrode bound-
ary, so the summation necessary to obtain the total current may involve a relatively
large number of terms. For a three dimensional simulation, N could potentially be
in the thousands.

Equation 30 is essentially a KCL equation, so while it involves terms from the PDE
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device, it is natural to think of it as belonging to the circuit part of the problem. The
coupling between the device and the circuit is also enforced on the PDE side of the
problem through boundary conditions on the electrode potentials. Semiconduc-
tor devices, even when unbiased, possess a certain amount of internal potential
variation, due to variations in the doping. A semiconductor device which is not
connected to a circuit, and has no external potentials applied to it, will still have
this internal potential variation. As a result, any potentials applied to a PDE device
that have been obtained from a connected circuit must be adjusted, to account for
the internal variation. This results in the equation:

φbc = φcircuit + φoffset (31)

Here φbc is the voltage boundary condition to be applied to the PDE device on
the electrode. φcircuit is the voltage at the circuit node which is connected to the
electrode. φoffset is different for each electrode and depends upon the local doping.
It is common for the variables of the PDE simulation to be scaled differently than
the variables of the circuit equation. Thus, both equation 30 and 31 need to take
this into account.

3 Solution Methods
This section focuses on solver methods employed by circuit, device and mixed-
level simulation. Circuit and device simulation have a number of similarities, without
which a two-level Newton approach would not be applicable. First, the similarities
between circuit and device simulation from a solver point of view are discussed,
followed by a discussion of some of their differences. A discussion of coupling
algorithms is the last part of this section.

3.1 Similarities
Circuit simulation and PDE device simulation are similar in several regards. Both
deal with the same basic physical quantities - electrostatic potential and current.
Both problems are nonlinear and implicit in time.

An illustration of the solver structure followed by both styles of simulation is shown
in Figure 4. This structure consists of a nested set of solver loops. The outer loop
is a control loop, which may be a time integration loop or a DC sweep. The middle
level is a nonlinear solver, and the inner-most entity is the linear solver.

The system of equations at each time step is represented as

f(w) = 0 (32)

20



Differences Computational Algorithms for Device-Circuit Coupling

Figure 4. Solver flowchart.

in which w is the solution vector and f is the system of equations. Equation 32 is
solved using a Newton method, in which the solution w is obtained from repeated
solves of the following equations:

J∆w = −f (33)

wk+1 = wk + ∆w (34)

k is the Newton iteration index. This set of equations is repeatedly evaluated until
Equation 32 is satisfied.

3.2 Differences

Circuit simulation and device simulation are different enough to have somewhat dif-
ferent solver needs, for the time integrator, nonlinear solver, and linear solver. For
the linear solver phase, PDE device simulation is usually successful with iterative
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methods. For circuit simulation direct methods are generally much more reliable
than iterative methods, although research in this area is ongoing [7].

For the nonlinear solve, device simulation can easily be handled using a conven-
tional damped Newton, as long as the simulator is provided with a good initial
guess. Equation 34 is modified as:

wk+1 = wk + α∆w (35)

in which α is a scalar that is adjusted such that wk+1 results in a reduced value for
|f(wk+1)|.

Circuit simulation is somewhat more problematic, in that applying a single scalar
α to the entire update is often not adequate to converge the operating point cal-
culation. Many of the nonlinear circuits in the Xyce test suite will fail if such an
approach is taken. A more effective approach for circuits is voltage limiting [13].
The junction voltages of nonlinear devices such as BJT’s, MOSFET’s and diodes
are restricted from varying too much from one Newton iteration to the next. This
is similar to damping, except that it is applied on a device-by-device basis, and
the limiting applied in one device may not be consistent with the limiting applied in
another. The implementation in Xyce is similar to that of legacy circuit simulators,
in that a correction due to voltage limiting has to be applied on the right hand side
of equation 33. This takes the following form:

J(w′)∆wtotal = −f(w′) + J(w′)∆wlimit (36)

where ∆wlimit is the change in w at the current Newton step due to voltage limiting,
and ∆wtotal = ∆wNewton + ∆wlimit. The quantities wk+1, wk and w′k are solution
vectors related by:

w′k = wk + ∆wlimit (37)

wk+1 = w′k + ∆wNewton (38)

The limits are generally evaluated and applied in terms of voltage drops within
individual devices, so the correction term in equation 36 is applied during the load
phase of the individual devices.

Although voltage limiting has been around for a long time [21], and has been supris-
ingly successful, it has the drawback of being incompatible with other nonlinear
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solver methods. It is a source of non-smooth behavior in part of the solver, which
can be problematic. More recently, homotopy methods have been applied success-
fully to circuit simulation. [18, 19], and they have become the method of choice for
modern circuit codes. Currently, Xyce does not have a homotopy option for non-
linear solves, but this is a planned capability for the coming year.

3.3 Coupling Algorithms
As described in the Introduction, techniques for circuit-device coupling have been
described by Mayaram [16], and later by Rotella [25]. In these works, two gen-
eral approaches have been presented, the “full Newton” method and the “two-level
Newton” method. These two approaches are illustrated in Figures 5, 6, and 7
respectively.

.

Figure 5. Full Newton Jacobian Matrix.

Tight Coupling: Full Newton

The “full Newton” method is one in which the entire problem is solved simulta-
neously as part of a single nonlinear system of equations. Figure 5 contains an
abstract representation of the resulting Jacobian matrix. Each PDE device is rep-
resented by large sub-blocks of this matrix, and the circuit portion of the problem is
also represented by a sub-block. The ordering in the diagram has all of the circuit
components in the lower right corner of the matrix, but this choice was based more
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on expediency than reality. In general, this will not be the initial ordering chosen
by Xyce. In its current capability, Xyce will treat each PDE device the same as it
would any other traditional SPICE-style device in the circuit from a topological per-
spective. As a result, the “circuit” part of the matrix will often not be represented
by a single continuous sub-block, but rather will have many components in and
around the PDE device sub-blocks.

Loose Coupling: Two-Level Newton

The “Two-Level Newton” was first proposed by Mayaram [16]. In this approach,
the PDE device and circuit problems are considered separately, with the required
information being passed back and forth between the simulators. An illustration
of this approach, from the perspective of the Jacobian matrices is shown in Fig-
ure 6. The adjective “Two-Level” refers to the fact that the nonlinear solution of the
circuit problem is considered as an outer level control loop, while for PDE device
problem(s), the nonlinear solution is considered to be the inner level. In the most
common implementation, the inner level PDE device problem is completely solved
at each circuit Newton step. This results in a much slower simulation than the “full
Newton” approach, but it has been shown to be much more robust [16, 25].

Figure 6. Two-Level Newton Jacobian Matrices.

The PDE sub-problems are solved in the same manner as a stand-alone PDE sim-
ulator, with voltages from the external circuit applied as boundary conditions. The
circuit problem which comprises the outer loop, is solved similarly to a stand-alone
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circuit code as well, with the PDE devices represented by extracted conductances
and currents. The procedure for extracting device conductances has been de-
scribed in detail by Mayaram [16]. The sub-block in the circuit matrix associated
with each PDE device is an N x N conductance matrix, where N is the number of
electrodes. Each entry in this conductance matrix is given by

Gmn =
∂im
∂Vn

=
∂Im
∂Vn

+
∂Im
∂w

∂w

∂Vn
(39)

m is the row index and n is the column index. From the perspective of the circuit
Jacobian, m corresponds to the KCL equation associated with the circuit node
attached to the mth electrode of the PDE device, and n corresponds to the voltage
variable for the circuit node attached to the nth electrode. im is the current at the
circuit node attached to electrodem. Im is also a current, but represents the current
at electrode m, from the perspective of the PDE simulation. Of course,

im(Vn) = Im(w, Vn) (40)

Most of the terms in Equation 39 correspond to Jacobian terms that need to be
calculated for the full Newton approach. The first term of Equation 39, ∂Im/∂Vn,
corresponds to the PDE device contribution to the circuit node KCL on the Jacobian
matrix diagonal, and is zero if m 6= n. The vector ∂w/∂Vn is determined by first
rewriting equation 32 as:

fPDE(wPDE(V ), V ) = 0 (41)

This is the equivalent of Equation 32, except that it is only with respect to one PDE
sub-problem. fPDE is the residual vector of the PDE device, wPDE is the solution
vector for the PDE device, and V refers to externally applied voltages, which will
be coming from the connected circuit. Taking the derivative of this system with
respect to V , and re-arranging, the following linear system is obtained:

JPDE
∂wPDE

∂Vn
= −∂fPDE

∂Vn
(42)

where JPDE is the Jacobian matrix from the PDE problem, or ∂fPDE/∂wPDE This
linear system has to be solved for each electrode. ∂fPDE/∂Vn is a sparse vector
with nonzero terms only for mesh elements connected directly to the electrode n.
It corresponds to a single column of the full-Newton Jacobian.

Xyce has a slightly different implementation than the one described by Mayaram [16].
An illustration of this implementation, on the Jacobian level, is shown in Figure 7.
This design was chosen in part for expedient implementation, as the same matrix
structure can be used at both levels of the two-Level Newton. Equations can be
removed from the problem by placing 1.0 on the diagonal and 0.0 at every other
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Figure 7. Two-Level Newton Jacobian Matrices, Xyce im-
plementation. Shaded areas are “turned off”.

location in the problem’s respective matrix row, and 0.0 for the corresponding ele-
ment in the residual vector. By using this shortcut, different parts of the problem
can be “turned off” and “turned on”, depending upon the current two-level Newton
phase.

This implementation has some advantages. An optimal approach to a transient
mixed-level simulation is to have the simulator apply a two-level Newton algorithm
for the DC operating point, and a full Newton algorithm during the transient phase,
and switching between the two modes requires very little work. During the in-
ner loop of the two-level solve, all the PDE devices are solved simultaneously
even though they are not coupled together. Several iterations of equation 42 can
also solved simultaneously as well, with the nth electrode of each PDE device
addressed in one matrix solve.

Loose Coupling: Modified Two-Level Newton

One of the major difficulties of solving a mixed-level problem is that PDE simula-
tion is very sensitive to the initial guess. The voltages of connected circuit nodes
provide voltage boundary conditions to PDE devices, and over the course of a
two-level-Newton solve, these voltages may change a great deal at each outer
loop step. A PDE simulator can often handle abrupt voltage boundary condition
changes, if they are on the order the built-in potential of the device. Changes much
greater than that (hundreds of volts, or thousands of volts, etc.) will almost always
prevent the PDE problem from converging on the inner Newton loop, if the result of
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the previous inner loop solve is used as the initial guess.

Mayaram [16] has proposed a modified two-level-Newton scheme, in which a pre-
diction of the PDE device solution can be obtained using the derivative information
of the two-level Newton. This predicted solution can then be used as an initial
guess for the PDE problem’s Newton loop. Mayaram uses this expression to get
the initial guess for each problem:

wk+1
PDE = wk

PDE +
n=N∑
n=0

[
∂wPDE

∂Vn

]
∆Vn (43)

where k is the iteration index of the outer Newton loop. ∆Vn is the change in
applied voltage at the electrode n between outer loop iterations. A potential draw-
back of this approach is that if ∆Vn is large enough, and negative, the resulting
wk+1 may contain nonphysical negative species densities. Equation 43 has been
implemented in Xyce, but so far has not been very successful because of this
issue. However, using this technique to obtain the initial guess has been shown
to be very effective [16], so more study is needed. Possibly, if voltage limiting is
employed (discussed later in this document), the change in nodal voltage can be
kept small enough for equation 43 to give a good guess, but there has not been
time to experiment with this idea.

Loose Coupling: Two-Level Newton with Continuation

A very robust approach to obtaining the solution to PDE sub-problems is to apply a
simple continuation algorithm to the PDE. At the beginning of each inner loop PDE
solve, an assessment is made of how much the connected circuit node voltages
have changed. If this change is large, then instead of a single Newton solve, the
inner PDE problem is addressed with a series of Newton solves is undertaken. The
electrode voltage boundary conditions are changed gradually prior to each solve,
and each solve is converged completely before moving on to the next one.

Initially, we implemented the continuation algorithm to vary the electrode potentials
by a fixed step-size ∆V at each continuation step. The maximum voltage change
to which a PDE device can be subjected and still achieve convergence is problem
dependent, so it is difficult to predict exactly how much change can be tolerated by
each PDE. Using a constant step-size approach can result in taking a prohibitive
number of continuation steps, to account for the worst case scenario.

To overcome this we implemented a simple variable step-size continuation algo-
rithm, in which the step-size ∆V changes depending upon the success or failure
of the previous attempted step. Each time a continuation step is successful the
step-size is increased by a factor α. For each failure, the step-size is reduced
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by another factor β, and the step is re-taken. For this work, we chose α = 1.5
and β = 0.125, but future experiments may determine better numbers. To prevent
the scheme from being too aggressive, the step-size is only increased when the
number of successive successful steps is equal to or greater than the most re-
cent number of successive failed steps. By using this variable step-size algorithm,
the number of required continuation steps was often reduced by over an order of
magnitude compared with the constant step-size approach.

This approach to the two-level Newton has proven to be very robust. As of this
writing, the inner-loop solve has never failed using this approach, but it has the
disadvantage of being relatively slow. If the circuit voltages are changing a great
deal, the continuation algorithm may take hundreds of steps, even using the vari-
able step-size algorithm. If the number of continuation steps required for the inner
solve is steadily increasing, that is usually a sign that the two-level algorithm is
diverging. Fortunately, for most circuits large changes in nodal voltages only occur
during the first few outer-loop Newton steps.

Voltage Limiting with Two-Level Newton

Voltage limiting can be applied to mixed-level simulation, and is often neccessary
for cases where the circuit portion of the problem is difficult to solve. Applying
it in the case of the full-Newton approach is logistically problematic, but applying
voltage limiting within the context of a two-level algorithm is straightforward. The
two-level Newton is easier because the correction term in equation 36 can be ap-
plied in terms of the extracted conductances, instead of in terms of the equations
of the PDE device.

Additionally, device simulation usually requires conventional Newton damping, but
applying damping to the PDE device part of the problem, while applying voltage
limiting to the circuit part of the problem, is very difficult. With a two-level ap-
proach, this issue is avoided. Also, by applying voltage limiting on the circuit level,
the change in nodal voltages seen by the PDE device is relatively small, and the
number of required continuation steps is correspondingly small.
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4 Results

A number of different simulation problems are presented in this section and the
point of each one is to illustrate a different issue for mixed-level simulation. DC
operating point (steady-state) calculations are crucial for circuit simulation as they
provide the initial condition for transient and small-signal analysis. Additionally,
they are generally the most difficult nonlinear problems to solve as typically they
do not have a good initial guess, and unlike transient simulation, there is no obvious
analogy to a timestep that may be varried to obtain convergence. For this reason,
the results presented here are primarily operating point calculations.

Much of the focus of this work has been on nonlinear solver issues, so to avoid
complicating the issue, the same linear solver, SuperLU [9], was used for all prob-
lems at all levels of solution.

For all of the examples in this document, the PDE devices are Bipolar Junction
Transistors (BJTs). This choice was based on several factors. As of this writing, the
PDE modeling capability in Xyce does not handle oxide materials, so metal-oxide-
semiconductor (MOS) devices were not yet an option. BJTs are a very common
type of transistor, used in many circuits at Sandia. Also, they are truly a two-
dimensional device, so they are a good test of the two-dimensional capability of
Xyce. Finally, the most difficult circuits in the Xyce test suite, from a nonlinear
solver point of view, have usually been BJT circuits.

4.1 Bipolar transistor circuit

A simple circuit schematic, including an NPN bipolar junction transistor (BJT) is
shown in Figure 8. The transistor is modeled as a PDE problem. This problem is
an example in which the external circuit attached to the device is trivial, while the
PDE problem is potentially difficult, depending on the voltages applied to the three
device electrodes.

The transistor has three doping regions, as can be seen in Figure 9. Each region
corresponds to an electrode, resulting in three electrodes which must be attached
to the external circuit. The smallest region, the N+ region, has a doping level of
1.0e+19 donors per cubic centimeter, and is associated with the emitter terminal.
The middle P region has a doping level of 1.0e+16 acceptors per cubic centimeter,
and is associated with the base terminal. The remaining N region is associated
with the collector terminal, and has a doping level of 1.0e+14 acceptors per cubic
centimeter.
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The mesh for the BJT is in Figure 10, and was generated using the SGFrame-
work [14] mesh generator. It has 1828 mesh points, and has been refined near
the boundaries between doping regions, as these tend to be the areas of maxi-
mum gradient for all three solution variables. As with the region diagram, the N+,
P and N regions are associated with the the emitter, base and collector electrodes,
repectively.
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Figure 8. Bipolar Transistor Circuit. E=emitter, B=base,
C=collector.
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Figure 9. BJT Regions.

Figure 10. BJT Mesh.

The results of two different operating point calculations are shown in Figures 11
and 12. For the first calculation (Figure 11), the voltage applied by the voltage
source, VCC is set to zero, which results the device being completely unbiased. For
the second calculation (Figure 12), VCC is set to 12 volts. The application of this
voltage results in biases on the base and collector, of approximately 5 and 6 volts
respectively, once the calculation has fully converged. The remaining 7 and 6 volts
(of the original 12) are dropped across the resistors RB and RC .

For the first case, with VCC = 0V , the circuit problem and the PDE device prob-
lem are reasonably easy to solve. All of the algorithms described in the previous
section are successful, provided they begin with a good initial guess. The results
are described in the Table 1. For an unbiased problem the nonlinear Poisson initial
guess is very close to the converged DD solution, so results with it and without it
are included in the table. Problems not including this guess are initialized using
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Figure 11. Unbiased BJT Results. The top figure is elec-
trostatic potential, the bottom is hole density.

equations 19- 23. Solving the nonlinear Poisson equation required 6 undamped
Newton steps. Interestingly, the full Newton is the most robust approach as it is
the only algorithm which achieves convergence without a nonlinear Poisson ini-
tial guess. The two level approach requires the solution of several addition linear
systems, so the total solve time is longer. The full Newton approach is clearly
preferable for a problem as easy as this one, but this is not the case in general.

33



Computational Algorithms for Device-Circuit Coupling Results

Method
Outer

Newton
Steps

Inner

Newton
Steps

Continuation

Steps

Full Newton 15 NA NA

Two-Level Newton - - NA

Two-Level Newton, with Continuation - - NA

Full Newton, w/nonlinear Poisson initial

guess
1 NA NA

Two-Level Newton w/nonlinear Poisson

initial guess
1 1 NA

Two-Level Newton, w/Continuation and

nonlinear Poisson initial guess
1 1 1

Table 1: Nonlinear solver results for unbiased BJT circuit.
The entry ”-” indicates that the problem did not converge.
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Figure 12. Biased BJT Results. The top figure is electro-
static potential, the bottom is hole density.

For the second case, with VCC = 12V , the external circuit portion of the problem
remains easy to solve. The PDE device problem, however, is more difficult because
now a large bias is applied to the base and collector. The results of the second
calculation are in Figure 12. The electrostatic potential has a much more dramatic
variation than in the unbiased case. Also, note that the areas of high gradient for
all variables no longer correspond closely with the doping region boundaries. As a
result, predicting a good initial guess is more difficult.

The nonlinear solver performance results are described in Table 2. This problem
proved difficult for the nonlinear solver, as only two algorithms were successful.
Both of the successful approaches used the two-level Newton with continuation,
and even that approach required a good initial guess for the PDE problem. The
large number of steps resulted in a relatively long total solution time. This solution
was approximately 300 times slower (about 45 minutes compared with 8 seconds
on a particular workstation) for full Newton solve of the unbiased case. Applying
voltage limiting to the circuit phase of the solve improved the performance substan-
tially, bringing it down to about 10 minutes. (note that these wall clock times were
not performed with optimized code)

One aspect of the two-level Newton approach is that extra diagnostics are avail-
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able for estimating the real-time success of the solve. As the two-level algorithm
progressed, the number of required inner loop continuation steps decreased. For
some of the early outer Newton loop steps, the continuation loop took 50-60 steps.
By the end of the outer loop, the continuation loop was down to a single step.
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Method
Outer

Newton
Steps

Inner Steps Continuation

Steps

Full Newton - NA NA

Two-Level Newton - - NA

Two-Level Newton, with Continuation - - NA

Full Newton, w/nonlinear Poisson initial

guess
- NA NA

Two-Level Newton w/nonlinear Poisson

initial guess
- - NA

Two-Level Newton, w/Continuation and

nonlinear Poisson initial guess
56 2470 447

Two-Level Newton, w/Continuation,

nonlinear Poisson and voltage limiting
18 698 112

Table 2: Nonlinear solver results for biased BJT circuit. The
entry ”-” indicates that the problem did not converge.
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Changing the value of VCC from 0V to 12V resulted in a significant difference in
solver performance. Generally, for operating point problems, one of the challenges
for mixed-level simulation is the application of nonzero operating point voltage
sources to the PDE sub-problems. This is one of the main issues that can cause
the PDE sub-problem to be hard to solve.
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4.2 Bipolar Inverter Circuit

Figure 13 shows a schematic diagram for a multiple PDE-device circuit problem.
This circuit is a digital inverter, in which the state of the output node should be the
opposite that of the input node. A circuit like this is good for scaling studies, as it
can be viewed as a unit cell, of which an arbitrary number can be chained together.
There are two PDE bipolar transistors in Figure 13, and they both use the same
mesh as the transistor in the previous example. One of the two transistors is a
PNP, and has the inverse doping of the NPN.

Figure 13. Inverter Schematic.

The result for a transient simulation of the inverter is shown in Figure 14. Nonlinear
solver results are shown in Table 3. For all the results presented here, the nonlinear
Poisson solution was used as an initial guess, as without it, none of the methods
would have been successful. As in the previous example, the only successful algo-
rithms used the two-level Newton with continuation, and applying voltage limiting
to the circuit phase significantly improved the solver performance.

Several scaling tests were performed with the inverter, using the circuit shown
in Figure 13 as a unit cell. DC operating point calculations were performed for
inverter chains with 2, 4, 6, and 8 BJT PDE devices. Interestingly, but perhaps not
suprisingly, the nonlinear solver performance for each case was nearly identical as
in the 2 PDE case. For each case, the number of required outer Newton steps was
7, when the two-level Newton with continuation and voltage limiting was used.
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The implementation of the two-level algorithm in Xyce solves all PDE devices si-
multaneously, as part of the same inner-loop Newton solve. (See Figure 7.) Solving
all the inner problems simultaneously in this manner did not appear to cause any
problems, as each PDE device is completely isolated. However, this implemen-
tation can result in the solver having to do unneccessary work, as it is possible
to have one PDE device that is more difficult to solve than all the others, and the
Newton solver will continue to iterate on all sub-problems until all of them are con-
verged.
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Figure 14. Inverter Circuit Result.

The result for a transient simulation of the inverter is shown in Figure 14. The tran-
sient simulation used the two-level-Newton approach with continuation to obtain
the DC operating point, and then switched to full Newton for the transient phase.
This is an easy result to verify, at least to first order. The input signal should be
the opposite of the output signal. When one is high, the other should be low, and
vice-versa.

The results presented in Table 3 notwithstanding, it is often possible to obtain con-
vergence with the full-Newton algorithm for mixed-level problems, even with high-
valued voltage sources. However, doing so requires that the user apply a con-
tinuation algorithm by hand, either by using the DC sweep capability of Xyce, or,
in the case of a transient simulation, gradually ramping up the voltage source(s)
over time, and letting the time integrator handle step size control, rather than the
continuation algorithm.

Using a manual approach such as this can work reasonably well for simple prob-
lems, but it requires some sophistication on the part of the user. Unfortunately,
the successful use of such an approach requires that the optimal nonlinear solver
settings for the circuit problem be similar to those for the PDE problem. This is usu-
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ally not the case in practice. A typical problem, for which the sub-problem solver
requirements are significantely different, is presented in the next example.
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Method
Outer

Newton
Steps

Inner

Newton
Steps

Continuation

Steps

Full Newton - NA NA

Two-Level Newton - - NA

Two-Level Newton, w/Continuation 16 358 83

Two-Level Newton, w/Continuation and

voltage limilting
7 276 49

Table 3: Nonlinear solver results for BJT inverter circuit. The
entry ”-” indicates that the problem did not converge.
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4.3 RCA3040 Wideband Amplifier
The circuit portion of the previous examples has been relatively easy to solve. In
both cases, the few non-PDE devices are linear resistors, capacitors, and voltage
sources. A more challenging test of a coupling algorithm is one in which both
the circuit problem and the PDE problem are difficult. A number of circuits in the
Xyce test suite only successfully converge when voltage limiting is applied. One
such circuit is the RCA3040 amplifier, which is from the CircuitSim90 set of bench-
marks [1]. This circuit consists of 11 BJTs, 12 resistors, and three voltage sources.
For the operating point calculation, one voltage source is set to 15 volts, one to -15
volts, and the other to zero.

As a mixed-level test for Xyce, one of the BJTs was replaced by a PDE device.
The mesh was slightly courser than in the previous two examples, but otherwise
the device was the same, with the same doping levels and geometry. The results
of this test are shown in table 4. The only successful algorithm for this case is
the final one, in which a two-level Newton with continuation is used, with voltage
limiting applied to the circuit phase. All other algorithms failed.

This illustrates a big advantage of the two-level Newton, that the circuit and PDE
device phases of the problem are separate, and can have different algorithms ap-
plied. Voltage limiting is a nonlinear solver technique that is unique to circuit sim-
ulation. In most implementations (including that of Xyce) it is incompatible with
nonlinear solver algorithms which depend upon the solution history. As such, con-
ventional Newton damping, which is generally the best algorithm to use for PDE
device simulation, is incompatible with voltage limiting, the most effective technique
for circuits.

As mentioned earlier, voltage limiting has long been recognized as problematic,
and a lot of modern circuit codes no longer use it, preferring homotopy meth-
ods [18, 19] instead. Currently, homotopy methods are not availble in Xyce, but
they are a planned enhancement. The advantages of using the two-level Newton
will remain, however, as it may prove difficult to design homotopy algorithms that
work effectively for the full problem.
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Method
Outer

Newton
Steps

Inner

Newton
Steps

Continuation

Steps

Full Newton - NA NA

Two-Level Newton - - NA

Two-Level Newton, w/Continuation - - -

Two-Level Newton, w/Continuation and

voltage limiting
7 311 44

Table 4: Nonlinear solver results for RCA3040 amplifier cir-
cuit. The entry ”-” indicates that the problem did not con-
verge.
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5 Conclusions and Future Work

The subject of this work has been mixed-level simulation. Two PDE devices, a
one dimensional and a two dimensional device, have been implemented within the
Xyce circuit simulator. A variety of mixed-level algorithms have been implemented
and tested, including full-Newton, two-level Newton, modified two-level Newton,
two-level Newton with continuation. Additionally, voltage limiting on the circuit level
has been expanded to work with two-level Newton. Based on preliminary tests, the
most robust of these approaches appears to be two-level Newton with continuation
and voltage limiting.

Figure 15. Schematic for single-event-upset (SEU).

The two-level approaches were generally more robust than the full Newton, be-
cause using it allows for more flexibility. Circuits and PDE devices generally have
different solver requirements, and by using a two-level approach, there is no need
to compromise. Solver settings that are best for the circuit can be applied to the
outer loop, while the best settings for PDE devices can be applied at the inner loop.

Future work will include further code development. One simulation problem that
requires mixed-level simulation is Single Event Upset (SEU), and this problem is
of interest to Sandia. (see Figure 15) The PDE devices in Xyce currently do not
support oxide materials, which is neccessary for problems like SEU which include
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MOS (metal-oxide-semiconductor) devices. Future releases of Xyce will include
oxide material support.

Additionally, the devices that are built directly into Xyce are of at most two dimen-
sions. A new project, Charon has recently started to develop a three dimensional
device modeling capability. This new capability will allow for the device to be parti-
tioned in parallel over multiple processors. The PDE devices in Xyce are assumed
to be self-contained on a single processor, which is reasonable given their typical
size. As Charon is designed to use many of the same solver libraries as Xyce, it
should be possible to take advantage of many of the lessons learned in this project,
and apply them to linking Xyce and Charon together.

Future work on coupling algorithms will include investigation of the modified two-
level Newton, which we attempted, but not successfully. Possibly combining the
modified two-level Newton with the right degree of voltage limiting at the circuit
level will result in a robust algorithm.

Finally, the success of continuum methods, when applied to the PDE problem,
points in the direction of homotopy methods in general. Voltage limiting has long
been used in circuit simulation, but it has a number of drawbacks, including in-
compatibility with other nonlinear methods. In recent years, modern circuit codes
have moved away from using voltage limiting and have applied homotopy methods
with much success [18, 19]. The application of homotopy methods in Xyce is ex-
pected in the coming year, to take advantage of the LOCA [4] library that has been
added to NOX. How to best incorporate circuit-level homotopy in the context of the
two-level Newton is a subject for future investigation.
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